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STRUCTURED KNOWLEDGE AND THE WEB

- Require KBs with a wide coverage, even if that means accepting some inaccuracies
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- Deductive reasoning is often too limited in this setting



Plausible Inference Patterns



PLAUSIBLE REASONING

Marion enjoys hiking in the Alps

Marion enjoys hiking in the Pyrenees

Similarity-based reasoning

The Alps are similar to the Pyrenees 

Category-based reasoning

Swimming is regulated by the International Olympic Committee

All Olympic games are regulated by International Olympic Committee 

Athletics is regulated by the International Olympic Committee

Athletics and Swimming are representative examples of Olympic games



PLAUSIBLE REASONING

Betweenness
Bars in France are required to display alcoholic beverage license  
Restaurants in France are required to display alcoholic beverage license

Brasseries in France are required to display alcoholic beverage license

Brasseries are conceptually between Bars and Restaurants 

Pinot Gris is dryer and lighter than Chardonnay, in the same way as Dolcetto 
is dryer and lighter than Médoc 

Extrapolation 

Poached salmon pairs well with Chardonnay

A beef steak pairs well with Médoc 
A beef tartare pairs well with Dolcetto

Salmon Carpaccio  pairs well with Pinot Gris 



HUMAN REASONING VS CLASSICAL LOGIC

• Human reasoning captures statistical regularities, rather than tautologies 

• Learning from examples is essential for building human knowledge

• Natural Language is the central in human reasoning

…but, these observations (and others) cannot always be fully captured in logic



CONCEPTUAL SPACE

Propositional representation

Connectionist representation

Symbolic

Geometric representationConceptual

Associationist



CONCEPTUAL SPACES 

Locations Tourist 
Destinations  

A conceptual space is defined as the Cartesian product of a number of so-called quality dimensions
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Learning Object Representations From Data



DATA SOURCE: TEXT DESCRIPTIONS



DATA SOURCE: KNOWLEDGE GRAPHS



LEARNING CONCEPTUAL SPACES

300 dimensions 
WikiData + Wikipedia

« most popular french 
tourist destinations »

Low-dimensional vector space embedding ⇔ structured knowledge +  bag-of-words representations



LEARNING CONCEPTUAL SPACES

ordinal SVM regression with quadratic kernel

nuclear norm regularisation

Constrain representations based on knowledge graph triples

+

+

J = ↵(Jtext + Jglove) + (1� ↵)(Jtype + Jrel) + �Jreg



Learning Concept Representations



MAIN IDEA

Locations

TrainStations

Soft boundary for the concept TrainStation 
(Prototype theory)



CONCEPT REPRESENTATION 

P (C|va) = �C ·GC(va)

Control how common 
the instances are The variance of this Gaussian encodes 

how much the instances are dispersed 
across the space

Parameters of the Gaussians…

TerminalBuilding

TrainStations

is-a

TransitBuilding

is-a Gibbs Sampling to cope with cyclic dependencies 



HANDLING CYCLIC DEPENDENCIES 

Generate sequences of parameters 𝜇C0, 𝜇C1,… and 𝛴C0, 𝛴C1,… for each concept 

Steps: 
- Init parameters 𝜇C0 and 𝛴C0 

- repeatedly iterate over all concepts and in the ith iteration, choose the next samples 
𝜇Ci and 𝛴Ci for each concept C

Use known dependencies between concepts to construct informative priors on 𝜇Ci and 𝛴Ci 



PRIORS ON THE MEAN  

It depends whether the concept is atomic or complex (Description Logic is used)

Used information: 

1. If A ⊑ C holds then 𝜇A should correspond to a plausible instance of C. In particular, 
we would expect the probability G*C(𝜇A) to be high 

2. Vector representation vA of A: Suppose B1 ⊑ C, B2 ⊑ C, …, Br ⊑ C, then vB1 - 𝜇B1, 
vB2 - 𝜇B2,…, vBr - 𝜇Br should be similar to vA - 𝜇A.

3.  We do not have vector representation, but we have more logical structure



PRIORS ON THE VARIANCE 

It depends whether the concept is atomic or complex

Used information : 

- If A ⊑ C holds then 𝛴A ⩽ 𝛴C should hold 

- If B1 ⊑ C, B2 ⊑ C, …, Br ⊑ C, then one can consider 𝛴A  as the average of 𝛴B1 , 𝛴B2 ,…, 
𝛴B3  (use most similar siblings, i.e  closest  in  terms  of  Euclidean  distance)



KNOWLEDGE BASE COMPLETION 
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N

PN
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Average over the Gibbs samples 

Ps
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maximizing the likelihood to obtain estimates of the scaling parameters 𝝀



Induction with Conceptual Space representations



FACT INDUCTION - INTUITIONS

Locations

TrainStations

is-a

Nancy, Louvre, 

Gare du Nord, 

Lille Flandre,

…

Gare du Nord, 

Lille Europe, 

Gare de Nancy, 

… 

Knowing that Gare du Nord, Lille Europe, Gare de Nancy, … all have some property P, can 
we conclude that some other entities (e.g. Lille Flandre) has property P ? 
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RULE INDUCTION - INTUITIONS

r1(X) ^ orange(X) ! r2(X)

r1(X) ^ lemon(X) ! r2(X)

r1(X) ^ grapefruit(X) ! r2(X)

r1(X) ^ lime(X) ! r2(X)

Finding missing rules from a given (existential) knowledge base

r1(X,Y ) ^ bat(X) ! cave(Y )

r1(X,Y ) ^ duck(X) ! pond(Y )

r1(X,Y ) ^ dolphin(X) ! sea(Y )

r1(X,Y ) ^ trout(X) ! river(Y )

Interpolation

Analogy



RULE INDUCTION 

Unary templates: Probability that a given template satisfies a relation r, knowing that it 
satisfies the relations r1,…,rn. 

P (⌧(r) | vr) = �⌧ · f(vr | ⌧(r))
f(vr)

Binary templates: The probability that a relation pair (r,s) satisfies ta given binary template

P (⌧(r, s) | vr, vs, ur,s) =�⌧ · f(vr|⌧(r, •))
f(vr)

· f(vs|⌧(?, s))
f(vs)

· f(vs � vr|⌧(r, s))
f(vs � vr|⌧(r, •), ⌧(?, s))

· f(ur,s|⌧(r, s))



EXPERIMENTAL RESULTS - FACT INDUCTION 



EXPERIMENTAL RESULTS - RULE INDUCTION 
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